Communicaticn In Organizations:
Ohgarchies, Hierarchies And Committees

By
Subhashish Gupta

March 1997

Please address all correspondence to:

Subhashish Gupta

Visiting Faculty

Indian Institute of Management
Bannerghatta Road

Bangalore 560 076

India

Fax: (C80) 6644050



COMMUNICATION IN ORGANIZATIONS:
OLIGARCHIES, HIERARCHIES AND COMMITTEES

Subhashish Gup:ta

-1

c

-
Q

Indian Institute of Management, Banga

February, 1997.

This paper investigates the performance of three forms »: organizations:
nie-archies, oiligarchies and committees. Sah and Stiglitz {1986) show that
hierarchies and polyarchies differ in their information g: :ceszing abilities
in terms of type-lI and type-Il errors, with "fall:tr.e' agents making
decisions. This paper modifies the structure of a pelvivrehy and cails it ar
oligarcny and examines this notion in terms of an (~conplete informatisn
game where players receive private signals about thoe stz A nature. a
hierarchy is defined in terms of authority and the amuunt 27 <communicaticn
allowed and it is shown that the statistical errors vary deponding on the
particular design of the organization. We show that hieruriihies mav iead tc
betier information processing in terms of minimizing Dobuoth types orf
statistical errors but polyarchies have an advantage .n terms of time
required to reach a decision. We, also, contrast hierarchical decisicn
making with that of committees. This leads wus to suggest that the
information requirements for a "good" hierarchy are stringent and if such
information is not available, committees present a suitable alternative. wo
also discuss the performance of these organizations when individuals ae nc:
share the same preferences and show that the positicn of individuals oeocne
important.
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1. Introduction

in a series of papers Sah and Stiglitz(1985,1986,198S8) have investigated
communication witnin c¢rganizations. Their approach has been that human
beings by their very nature are fallible in their decision making and the
question of the structure of decision making within organizetions must be
concerned with minimizing these errors. In Sah and Stiglitz{1986) they study
two systems hierarchies and polyarchies and examine the difference in the
quality of decision making. Polyarchies constitute a system where authority
to take decisions is delegated to individuals within an organization. As
such, they enjoy a fair degree of autonomy. In contrast a hierarchy exhibits
more centralized decision making with only a few individuals at the top of
tne bureaucracy authorized to make decisions, while others at lower levels

provide support to those in authority.

In their model individuals evaluate projects with a net benefit, which can
oe positive or negative. The choices they have 1is to accept or reject
projects and they do so with a given probability. Obviously, the best
decision would be to accept all projects with a positive net benefit and
reject all other projects. However, individuals are not perfect in terms of
their ability to evaluate projects and to communicate with each other and
this is reflected in their probabilistic acceptance of projects. Of course,
their decision to accept projects is not entirely random and it is assumed
that they are more likely to accept projects of better quality, i.e., higher
net benefits. In a polyarchy individuals take decisions to accept or reject
according to the given probability. In a hierarchy, in contrast, a project
if accepted is pdssed on to a higher level where it is again evaluated and

then accepted or rejected. Consequently, the probability of a project being



accep-ea in a hierarchy 1s lower than the probability of being accepted in a
poiyarchy This shows up in Propositicn 1 in Sah and Stiglitz(1986) where
they show that a polyarchy accepts a larger proportion of projects than a
nierarchy and that hierarchies and poiyarcnies differ in terms of Type-I and
Type-ii errors Consequently no conclusions can be drawn about which system

is better. Such conclusions depena upon the preferences of the designer of

the organization.

One drawback of this model is that individuals take no note of the decisions
taken by their counterparts in the lower rungs of the organization. Thus, in
a two person hierarchy the individual on top does not take into account that
if a project reaches him it has already been accepted at the lower level and
proceeds with his evaluation 1ignoring the implications of this fact.
Koh(1992) makes an attempt to remedy this by considering a more general
mode 1 In his model individuals receive private signals, on a continium,
about the quality of projects and the problem for an individual is to
determine the cut-off point beyond which projects are to be accepted. This
is in line with Sah and Stiglitz(1986) as this will give rise to a
probability of acceptance: knowledge of the distribution of the signal would
allow us to ascertain the probability that an individual would accept a
particular project. Koh shows that in a two person hierarchy the second
individual will optimally choose a lower cut-off point. If a project does
reach the second tier of a hierarchy then this person, aware that the
project has been evaluated and accepted at the lower level, applies a less

stringent criteria for acceptance.

Koh's approach, where he considers the root of fallibility to lie within the

nature of information available to a single individual, is a notion we find



appealing What is less appealing is the nature of his analysis. In both Sah
and Stiglitz and Koh individuals are only allowed to send messages once The
problem then becomes one of finding the optimal cut-off points in a
hierarchy ana a polyarchyl! from the pcint of the central planner or the

designer of the organization in Koh

Bull and Ordover (1987) use the Sah and Stiglitz approach to investigate the
link between the structure of organizations and that of markets. They view
the Sah and Stiglitz approach as being complementary to the standard
incentives approach to the internal organization of the firm. As an example
of the standard approach they cite Lambert (1986). We are sympathetic to the
view that, apart from the incentives of the members of the organization to
undertake actions in the interests of the owners, the architecture of the
organization is an important element in the welfare of the owners of the
firm. If communication were unlimited and costless the structure of the firm
would be unimportant since any action could be implemented by the revelation
principle in any structure. However, as Melumad, Mookher jee and Reichelstein
(1996) show, in the case of limited communication the structure of the

organization is important in achieving the objectives of the principal

The point, though, is that an analysis devoid of any consideration of the
incentives of the members of the organization in reaching various decisions
can be misleading. Thus, we will include costs involved in reaching various
decisions in our analysis and we also focus on the strategic interactions
between the members of the organization. Our view 1is that a hierarchy
affords better and sustained comnmunication than a polyarchy. Whether such
communication is, indeed, undertaken depends on the predisposition of the

individuals within a hierarchy. A polyarchy on the other hand symbolizes



more individualistic decision making inus the proper approach, in our view.
of studying decision making in a hierarcny is to consider the strategies and
options available in a hierarchy f»r communication and to investigate to
what extent these possibilities are exploited by individuals to achieve

better decisions.

Another method of reaching decisions is through committees. Sah and Stiglitz
(1988) provide a model of committees which is similar to their model of
hierarchies. It consists of a group of individuals who vote on a project
according to a pre-assigned probability Given a majority rule one can then
calculate the probability that any particular project will be accepted. This
model, of course, shares the same problem with that of hierarchies in that
there is no scope for communication. We examine the possibility of decision
making through committees through our model. Since there are only two
persons in our model we cannot investigate voting as a means for reaching
decisions. We feel that an integral part of decision making through
committees 1is requirement of a large measure of consensus in decisions
reached. This we ensure by requiring unanimity on decisions reached. Our
model allows a greater degree of communication than hierarchical decision
making and, as such, captures the essence of decision making through

committees:

A further consideration in the design of structures within an organization
would be that of authority. The word authority has been used in a number of
different ways (Beckman(1988), Katzner(1992)). It could imply a supervisory
relationship with individuals in the higher ranks seen as enjoying more
authority. It could also be used in relation to the actions a person is

allowed to carry out. -Thus, an individual may be allowed to accept a project



without reference to a superior but nou: allowed te reject a pro_ect In that
case we will say that the particular individual has the authority to accept.
The rank of individuals within an organization will be discussed in terms of
a supervisory relationship. In a hierarchy the individuals in a higher rank
will be said to supervise those in lower ranks. Our use of the word
supervise does not conform to common usage and it only describes an
individual with a larger array of actions, and thus more authority It is
more difficult to talk about ,authority in committees but we could use it to
designate the individual who starts off proceedings. This stems from the
discovery that the individual who moves first can, under some situations,

implement decisions to his liking.

The discussion so far suggests that an investigation into the decision
making properties of hierarchies and polyarchies should be conducted in the
context of an incomplete information game and that is what we propose to do
in the rest of the paper. We modify the structure of polyarchies in Sah and
Stiglitz and call it an oligarchy(Wu 1989). The motivation for this
modification is discussed in the next section where we present our models of
the three different organizational structures. In section 3 we compare
hierarchies and oligarchies. We show that, in terms of statistical errors, a
hierarchy with limited communication capabilities and an authority structure
where the supervisee is only allowed to reject projects will perform as well
as an oligarchy. If more communication is allowed in this hierarchy the
results can be better or worse, depending on the degree of impatience of the
players. If the authority structure is changed then we show that, even with
limited communication, a hierarchical structure out-performs an oligarchy.
If individuals within an organization do not share the same goals then it

becomes more difficult to design a hierarchy to suit one's objectives. The



position of individuals within a nierarchy becomes important.

Section 4 1is devoted to 2a comparison of committees witn hierarchies and
oligarchies. We show that al!l outcomes which can be achieved with a
hierarchy or an oligarchy can be achieved with a commi‘tee However. these
outcomes could be achieved with less communication and delay in hierarchies
and oligarchies. We show that ¢the designing of a good nierarchy requires
xnowledge of the evaluation skills of the individuals within the
organization. If such information is not availablie, committees present a
suitable alternative if the individuals are patient. Ccmmittees would always
reach the optimal decision, in terms of minimizing statistical errors, if
the costs of delay are sufficiently low If individuals are biased then the
situation 1s the same as that in a hierarchy. There 1s a first-mover
\

advantage and we have to take that 1nto account. In such a situation

oligarchies could become attractive Section S provides the conclusion.

2. Model

There are two individuals 1 and 2 who can be used to reach a decision,
accept(A) or reject(R), on a project which can either be successful, S, or
unsuccessful, U. The payoffs from this project will be expressed in terms of
losses from Type-I and Type-Il1 errors. Thus the loss from accepting an
unsuccessful project is a while the loss from rejecting a successful project
is ¢°. These costs reflect the effect of compensation received from the
employer for the services rendered. It 1s possible that accepting an
unsuccessful project may lead to a lowering of the firm's profits and this
could lead to lower payoffs for the employee. This could, also, happen if

the employee’s salary is linked with the proportion of failures of pro jects



which the employee had designated for acceptance. I[f this method of
compensation is wused the same would be true for rejecting successful

projects.

Further, each individual receives a private signal s & {g(goodi. b(bad)}
about the viability of the project and the probability of receiving the
signal g is m. Each individual has a common prior on the probability that
the project 1is successful which 1is given by ¢ and given the joint
distribution between the states of nature and the private signai can compute
the posterior probabilities {(Slg) and ({(S|b}) which will be called m, and
n,. We can interpret the posteriors as the evaluation skills of the
i@aiviauals. An’ individual with a high a; and a low m, would be
comparatively good at distinguishing between projects. Similarly. if the
signals received by the two individuals were to be known the resulting

posteriors would be n Mgy and my,.

99"’
We will be studying three different methods of reaching decisions
committees, hierarchies and oligarchies within this framework. The hallmark
of a committee 1is that it requires broad degree of consensus to reach
decisions. This we model by a game where individuals I and 2 have to reach a
decision on the particular project by sending a series of messages to each
other. Thus individual 1 may start the game by sending a message m; € {A, R}
to which individual 2 must respond with a similar message. [f 2 agrees with
1's message, both sending the message A for example, the game ends with a
decision to accept the project, otherwise they both incur a cost of delay,
by a factor D(D>1), and the game continues till they can agree on a
decision. A period or a round of communication is defined by the time

required for a individual to propose a decision and for another to react to



this proposal Costs of delay are Thoweer. 1niurred every time there is &
disagreement and can therefore be :1rcu-red w«:thin a period The cost of
delay could, to a certain extent be under the control of the designer of

~he organization. It could, also, re pa~t p.ychological.
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Figure 1 (a) Committee with two rounds of communication (G10 and G11).
(b) A hierarchy with two rounds of communication(G2).

A possible variation on this structure is to allow the committee a certain
number of periods to reach a decision We will model this by saying that if
at the end of k periods the two individuals cannot agree on a decision then
the game ends without any decision being taken. The structure of the game,
for decision to be reached within two periods, is shown above (Figure 1(a))

The purpose of restricting the game to two or any other number of periods is
due to the desirability of reaching a quick decision. This is ill served if
individuals do not reach a decision at all. Since individuals bear some cost
of error from either of the decisions A or R, not reaching a decision would
be particularly attractive if it were not penalized. Therefore we will
assume that there is a cost k, which applies to both individuals, if a
decision 1is not reached at the end of the allotted time. Since the

organization has been put in place to reach decisions on the acceptance or
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rejection of projects we can be safe in presuming that k would be higher

than a or b.

The d.stinguishing feature of a hierarchy is that there are people in
supervisory positions and these people are required to act only if certain
actions have taken place at the lower levels. Within our framework we could
design a hierarchy where 1individual 1 chooses between accepting ana
rejecting. If the project is accepted it is then passed on to individual 2
who then decides on whether to accept or to reject. Thus there are two
decisions to be made when designing a hierarchy: how many rounds of
communication to allow and based on what recommendation should the decision

reach the higher level. An example is showp in Figure 1(b).

Here, two rounds of communication are allowed. Individual 1 can end the game
by rejecting the project. If he accepts then individual 2 can either
countermand his decision by rejecting and allowing 1 a further round of
communication, or he can agree with ! and end the game. If I still insists
on accepting then 2 ends the game by accepting or rejecting. We will assume
that costs of delay are incurred eath time there is a disagreement and
further communication is necessary. The exception will be at the last stage
where 2, the person in charge, takes the final decision. It would be
possible, one possibility among many, to design a hierarchy with two rounds
of communication with ! ending the game by accepting the project. In our

terminology individual 2 supervises 1 who only has the authority to reject.

We could interpret 1 and 2 as two divisions within a firm, production and
accounts. Consider a situation where the organization is trying to decide

-

whether to buy a new piece of machinery. It is quite plausible that the 1,
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the prodcction civision. 15 allowed to reject this consideration without
referral to accounts. If, however, it decides to buy this equipment it would
pave to submit its proposal! to 2, accounts. 2 may accept or reject this
proposal. .f it 1is rejected I could request a reconsideration and then /2
wouid have the final verdict. Here accounts would be seen tc have more

authority than production.

in the nex! secticn we will compare the quality of decision making in
hierarchies and oligarchies. We shall do so by, first, considering a series
of examples of different types c¢© h erarchies. Before we do that let us look
at decision making within an oligarchy. A solitary individual will have to
hage hic deci=ion or the signal he receives. As a Bayesian h:s decision will

be

. . \ a : a
A if C{Sls) > b R 1f g(Sls) < P

A or R if C(S|s) = —> for s € {g. b}. (1)
a + C

This decision rule reflects the information available to a solitary
individual3. The first term shows that the project would be accepted if the
value of the posterior, given a signal g, 1is higher than the cost of
accepting a successful project as a proportion to total costs. Sah and
Stiglitz and Koh envisage a world where if a project is rejected it is
available to others for acceptance. Thus in a polyarchy if a project does
become available it is possible that it has been rejected by someone else
and the decision maker in a polyarchy should take that into account when
reaching a decision. However this raises the possibility of strategic
acceptance of projects which is similar to the literature on patent races in

the field of research and development. Since we wish to avoid such
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complications we will assume that there is a single project available and if
a project is rejected it is no longer available for others to accept. Since
our aim is to study individual decision making versus bureaucratic decision

making this approach serves us wcll.

As an example consider employees in a bank who are charged with the
responsibility of approving loan applications. The usual approach seems to
be one where an individual reaches a judgment about the quality of a loan
application. If the particular employee considers the quality to be good he
has to refer the application to his superior for final approval. We would
suggest that an applicant who has been turned down cannot turn around and
try his luck with some other employee. Of course, he could certainly try his
luck with another bank.' If a large number of employees are available then a
further question to be asked would be the number of employees an individual
supervisor should have below him.S This decision could 1involve the time
required to do an evaluation. In our model it is communication which takes

. . 6
time not evaluation.

Finally, it could be supposed that our model is quite special. First, we
consider a situation where the individuals receive two signals and can send
only two messages. We could increase the number of signals and messages. The
analysis would become more complicated but the results would not change
significantly. The crucial assumption is that the individuals’ message space
is of a smaller dimension than the signal space. As long as that is the case
communication will take time and there will be a difference 1in the
performance of the different organizations. We also consider only two
individuals. Our results on hierarchies and oligarchies could be extended to

more than two individuals. The problem would be with committees. With more



~her w2 undivicuals Uthere wou.d pe an eiement of cheap talk and the
analysis would become difficult. The last concern is with the nature of
decis:ons reached In a large nunber of situations, like a firm deciding on
1.s cutput, we are concerned with more than two decisions. owever, our
node, _ovlila be used to reach decisicons. fFor example, a firm deciding on its

cutoetl -ouild decide to produce the largest output that is acceptea

The notion of equilibrium we wiil use will be a perfect Bayesian equilibrium
and 1t will be a sequential equilibrium by virtue of there being only two
players who could be of two types The proofs of the first two theorems are

shown in the appendix. The rest of the proofs are similar and not shown.

3. Hierarchies versus Oligarchies

We will begin by looking at a hierarchy (Figure 2, G1) with one round of
communication. Individual 1 goes first and says A or R. If he says R the
project is rejected and if he says A it is passed on to the higher leve!l
where a decision is made to accept or reject the project. Note that since

the game ends at the end of the first period there are no costs of delay. —

A R
R A
2 2
A R
R A L ] L 1 !
™ T { T 1T
a
(a) (b) 0 Moo —— Tgo "9

Figure 2.Gl1 and G3 Figure 3.
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We will assume that

S N >
Tgg > Mg 7 777 ¢ 7 Moo (2)

Thus, if each inaividual's private signal were to be ovserved, the optimal
decision would be to accept the project in the events (g.g) and (g,b) and to
reject in case of the event (b,b). The situation is shown in Figure 3 We

will later comment on the equilibria if condition (2) were changed to

a
> >
a9 > 3+ ¢~ Tgo 7 Moo (3)

As is the standard approach in dealing with a game of incomplete information
we will convert it into a game of imperfect information by saying that there
can be two types of 1, 1(g) or 1(b). Similarly, there will be two types of
2, 2(g) and 2(b). The strategies of 1 is to send the message A or R
depending on the signal he receives. 2's strategies are the same except that
2 has to exercise his options only if 1 accepts. The payoffs for I and Z are
in terms of Type-I and Type-II errors. If the, decision is A the payoff for I
is a(l_- C(Sl|s,,m))) where s;, m; € {A,R}; ((Sls;,m;) is the probability
that the project is successful if the individual i receives a signal s; and
observes a message m; and so a(l - C(Slsl,mj)) is the expected loss from
accepting an unsuccessful project. The loss from rejection is cc(Slsi,mj)

Of course if 1 rejects a project he does not get to observe 2's reaction and
the payoff would change appropriately. The possible equilibria for this game

are shown in the following theorem.

Theorem 3.1: There are three possible equilibria

(i) 1(g): A, 1(b): A, 2(g): A, 2(b): A for m = m,



(ii) 1(g): A, 1(b): R, 2(g): A, 2(b): A for 7 = =,

(iii) 1(g): A, 1(b): A, 2(g): A, 2(b): R for n = n, where

The first equilibrium shows a situation where 1 always accepts the project
and so does 2. For 1(g) A is a dominant strategy since there are only two
possible events which could occur (g,g) and (g.b) and both of which merit
acceptance of the project. In 1(b)’'s case the two possible events are (b,g)
and (b,b). The project should be accepted in the first instance and rejected
in the second. Given 2's equilibrium strategy of always accepting, 1(b) has
a choice between accepting or rejecting the project which he does by
weighing the possible errors and the associated probabilities. From figure
13 we can interpret n as the ratio of the cost of accepting if both players
think that the project is bad to total costs of statistical errors. The
denominator can be written as the sum of the cost of rejecting if the event

is (g,b), = - and the cost of accepting if the event is (b,b),

gb a+ b’

5—%—5 - M- Thus, if m = m, A is the optimal decision. 2(g) should always
accept for reasons similar to 1(g). 2{(b) cannot gather any new information
from 1's message since both types of 1 send the message A and, therefore,

decides to accept the project for the same reason as 1(b).

In equilibrium (ii) the situation is reversed for 1(b). Now, as before, 2
accepts whenever 1 does but the probability of the event (b,b) 1is high
enough to warrant rejection of the project. Thus, 1(g) and 1(b) separate.
Given this strategy, 2 of both types know the identity of I when it is their
turn to decide and consequently always accept. In (iii) 2(b) rejects given

the low probability of the event (g,b). Given this equilibrium strategy 1 of



botn types decide to accept. It should also be noted that we do not need to
specify out of equilibrium beliefs for this game because such beliefs would
oniy be required if both individuals were, in equilibrium, expected to send
a particular message but did not. There are two ways this could happen
First, if both types of player 1 were supposed to say A but R was observed
instead However, in such a situation the game would have already ended and
beliefs would have no effect on strategies. The other way is if both players
were supposed to say R but said A. This is not possible since player 2 type
g would always say A and therefore so would l{g). So both types of player 1
saying R 1s not possible no matter what the beliefs. In the games studiea
later, out of equilibrium beliefs will matter and there we will assume that,
if in equilibrium any individual were required to send the message A but R
were observed, then the deviating individual is type b and the other way

around. These beliefs satisfy the Cho and Kreps (1987) intuitive criterion.’

It might be presumed, that given that there are a number of possible
equilibria, the ocutcomes of decisions in a hierarchy would be different from
that in an oligarchy in terms of Type-l and Type-II errors. The following

proposition shows this presumption to be wrong.

Proposition 3.1: The Type-1 and Type-II errors for a 1 round hierarchy with
1 having the authority to reject are equal to that in an oligarchy.

(ii) m, > —2

>
g a rc

Proof: There are two possible cases (i) my > m, >
n,. In (i) an oligarchy will always accept the project. If individual I(or
2) receives the signal g he would always accept for both cases. If he
receives b he knows that the other individual may have received g or b but

his own signal, being independent of the other signal, gives him no

information. Thus m, = = Mgp * (1 - n) my,,, so that the condition
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a
mn,. >
b a + c
+ (1 ) > 2
a n
a +c bb
31 > —
Tyb ~ Mop

This, however is the condition for equilibrium (i) in which case the project

which is equivalent to n < n. There

. FRERY
is always accepted. For (ii) m, < P
are two possible equilibria which have the same outcomes. Thus, the outcomes

in a hierarchy, depending on the value of n, are exactly the same in an

oligarchy Consequently, the type-I and type-II errors are the same.

The reason behind this result is that in a one round hierarchy there is
~limited scope for communication. Even though I has two signals he is limited
by the nature of the game to be effectively left with just one signal, A.
The problem is that he has to signal what information he has received with
his recommendation A or R. The only way he can provide an informative signal
is by using a different recommendation for the two signals he receives. One
way of doing this would be to say A if he observes g and R if he observes b.
However, if he says R the game ends: even tliough 2 might have received the
signal g- and the right decision would be A, there is no way to undo the
damage. So in any equilibrium either 1 pools and his message is
uninformative or he separates but 2 cannot use this information. Thus a
hierarchical structure of organization 1is by itself not a guarantee of
better quality decision making and careful consideration has to be given to
the exact structure of the hierarchy. This result is also at odds with Sah
an Stiglitz’s result that the errors are different for hierarchies and
polyarchies and 1is a consequence of considering the costs of reaching

decisions. We would, however, have to be careful about making comparisons
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between our model and that of Sah and Stiglitz since trey are not similar

Our earlier investigations have shown that a hierar:ny with limited
communication 1s no better than an oligarchy, :in :e"zms of minimizing
statistical errors. We might presume that a hierarcny whicn allows more
communication would do better. We shall now go on to consiger a game which
has a similar structure with our previous game with the added aistinction in
that two rounds of communication are allowed. The strategy space for ! and 2
will now be {{A A}, {A,R}, {R,A},{R,R}}; the first opiion refers to the
strategy of sending the message A in the first perioa. and in the second
period, if 2 responds with R in the first period. The second is the strategy
of saying A in the first period and agreeing with 2 if 2 responds with R.
The third refers to the strategy of saying R in the first period and then A
in the second period. Even though the game would end in the first period if
player 1 played this strategy we still need to specify his strategy in the
second period to look for sequential equilibria. An enlargement of the
strategy space inevitably leads te an enlargement of :ne message space and
m; now becomes a set rather than a single message. We require that the

players use the Bayes rule to update their priors zfter each message

observed. The structure of the game is shown in figure 1. G2

Since the game can now conceivably take more than one period the cost of

delay comes into play and an investigation of the various equilibria is

C"gb ~

broken into two parts where D 2 D = ————— and D = D. The condition D =z D
a(l-mg,)

implies Da(l-mg) = cm,y, which means that it is not worthwhile to incur the

cost of delay to achieve the outcome A if the event 1s {(g.b) Thus D serves

as a useful benchmark for costs of delay with D higher than D signifying
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relatively high costs of delay or impatience on part of the players. Theoren
3.2 shows the equilibria in this case.
Theorem 3.2: For D = D, there are three possible equilibria. They are

(i) 1(g): {A. R}, 1(b): {A, R}, 2(g)- {A A}, 2(b): {A,A} for mn

\

n A

~

n,

1A

(i1) 1(g): {A. R}, 1(b): {R,R}, 2(g): {A.A}, 2(b): {A,A} for n
(1ii) 1(g): {A, R}, 1(b) <{A, R}, 2(g)- {A,A}, 2(b): {R, A} for my z m =

max{m, ,n,}, where

(D-1)cmy, (D-1)cmy,
a + c a+c
n1= 'n2= ,
(D-1)cmg, a (D-1)cmy, a
— + T - —_— T -_
a + c 99 a + c a+ c gb a + cC
a -n
a + Dc bb
., = ————
3 -
LETS Moo

Even though (i) and (ii) in theorem 3.2 look similar to their counterparts
in Theorem 3.1, there is an important difference. Here these equilibria
depend on the out of equilibrium belief that when 1 says A if 2 counters
with R then 1 believes that 2 is type b and therefore says R and ends the
game. In (iiil) both types of player 1 say A but now 2(b) disagrees and then
player 1 agrees with 2. The equilibrium outcomes for the possible events are
shown in the tabie below. The expressions m;, m, and m,; can be interpreted.
like before, as the relative costs of sending the two messages. In m, 1(g)
compares the cost of accepting with rejecting. The numerator shows the cost
of saying A; if 2 is type b he is going to say R and 1 would agree. The
cost, therefore, is the error from R for the event (g,b) multiplied by the

cost of delay. The denominator shows the total cost of both actions. The
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a .
Lerm Myo - 3T+ < 1s the cost of relecting when the event is (g.g) n,, the
relevant condition for 1(b), can be interpreted in a similar way. mn, is
similar to m with the difference being that the cost of wrcngly rejecting a

project, c. has to be multiplied bv D Plaver 2 does not face imposing delay

if he accepts but does so if he disagrees witn 1

! equilibrium outcomes : equilibrium outcomes
eventsi (1) (ii) ? (1ii) events (1) (ii) (iii)
g.£ . A A ! A £.£ A A ! A
g.b | A A R £.b : A ' A A
bg | A ; R | A b.ge A ' A . R
b.b A : R L R b.b A R R

Table 1. Table 2.

From table 1 we can see that equilibrium (i) and (ii) achieve the same
equllibrium as a hierarchy with one round of communication However there
are two other equilibria which do worse. Equilibrium (iii) achieves the same
outcomes as (ii) except that if the event is (g,b) the outcome R is achieved
with delay. In this equilibrium both types of | say A in the first period
and so this message has no information content. Thus. we see that if the
costs of delay are sutficiently high it is possible that inferior outcomes

are achieved with greater communication. This is stated in proposition 3.2.

Proposition 3.2: The equilibrium outcomes in a two period hierarchy with 1
having the authority to reject can be inferior to that in a one period
hierarchy.
Corollary: The equilibrium outcome in a hierarchy can be worse than an
oligarchy.
Proof: From proposition 3.1 the outcomes in a one period hierarchy is the

same as in an oligarchy. If an outcome is worse than a one period hierarchy



it is worse than an oligarchy

The above result could make us pessimistic about the efficacy of hierarchies
in enabling organizations to reach better quality decisions and such
pessimism would not be entirely unfounded. Our next two results show that
that a stronger case can be made for hierarchies if the cost of delay 1s
sufficiently low

Theorem 3.3 For D = 5 there are three possible equilibria. They are

(1) 1(g). {A, A}, 1(b) {A, R}, 2(g): {A,A}, 2(b): {A,A} for m = =

(ii) 1(g) {A, A}, 1(b): {A, R}, 2(g): {A,A}, 2(b): {R, A} for ng =2 n 2
max{n, m,}

(iii) 1(g). {A, A}, 1(b): {R,R}, 2(g): {A,A}, 2(b): {A,A} for m = n

2
D a _
2 Tgb
Da + ¢
where m, = and
2
Da _ - _ a
2 gb 2 Tgq 2
Da + ¢ Da + ¢ Da + c
a -n
a + Dc bb
n‘s = -
<
(D® - 1)a(1l - nqb) a
+ -
a + Dc a + Dc bb

The outcomes are shown in Table 2. From looking at the table we can see that
for (i) and (iii) the equilibrium outcomes are the same as in a hierarchy
with only one round of communication. Equilibrium (ii) gets the best results
but some conditions have to be satisfied. Essentially m and D have to be low

enough for 2(b) to respond with R when I sends the message A but not so high



that 1ir 2(b) were to respond with R, I1{b) would find it op:imal to end the
game in the first period by saying R. Thus we have proposition 3 3. Also, it
might take two periods to reacn a decision in this equilibrium which sits
well with the not:on that a hierarchy might take longer to reach a decision

out would reach better quality decisions than an oligarchy.

roposition 3.3 If D = D there is an equilibrium which achieves the best

possible outcome.

Actually, 1t is possible to do even better with a hierarchical decision
structure and this is evident when we study the next game, G3 [t has a
similar structure to Gl except that now. the game ends if the project is
accepted, otherwise the decision is referred to 2 with 1's recommendation.
The strategy space and payoffs wiil be similar to that in Gl. The structure

of the game is shown in Figure 2(b).

As shown in theorem 3.4 this reduces the number of equilibria drastically
and in fact manages to achieve the best possible outcome in all possible
cases. 1{(g) would now accept and end the game _leaving _I(b) to say R to
indicate that he has received the signal b. Thus 2 is perfectly informed
about 1's signal when it "is his turn to reach a decision and can do so
appropriately. Also, this decision is reached within one period so that
there are no costs of delay. By appropriately designing the hierarchy it is
possible to economize on both statistical costs of errors and costs of delay

which is the message of proposition 3.4.

Theorem 3.4: There is only one equilibrium, which is

1(g):{A}, 1(b):{R}, 2(g):{A}, 2(b).{R}.



Proposition 3.4: The equilibrium outcomes for this game always achieve the

best possible outcome.

This result is the outcome of the different design of the hierarchy. Fron
the structure of the posteriors and the cost of statistical errors it shoulc
be clear that the project should be accepted if one of the two players
receive the signal g. By giving 1 the authority to accept allows him to use
his other recommendation, R, to signal his information. The structure o7
authority should depend on the evaluation skills of the members of the
organization. If the posteriors had been different, as in (3), Gl would ce

the best hierarchical structure.

Till now we have only considered individuals with same preferences when
dealing with the optimal structure of hierarchies. It is indeed possib.e
that the members of an organization do not have the same preferences over
outcomes. This could be the result of different compensation schemes or for
more fundamental reasons. We will now look at the effect this might have on

the quality of decision making within hierarchies. We will assume that

) > — > .
99 a, + C gb a; + ¢ Tob (3)

For the events (g,g) and (b,b) both individuals agree that the outcomes
should be A and R respectively. There is conflict of opinion over (g,b).
individual 1 believes that the decision should be A while 2 takes the
opposite view. This results from 1 and 2 giving a weight a, and a, on
wrongly accepting a project with a, < a,. The weights on wrongly rejecting z

project are assumed to be the same for both individuals. We also assume-that



these biases are common knowledge

Farlier in our analysis, where both individuals shared the same preferences
over ouicomes, the optimal decisicn, in terms of minimizing statistical
er~ors, was never in doubt Now since the two players have different
preferences over outcomes. the optimal design of an organization will depend
on the preferences of the designer. Let us assume that the preferences of
the designer. the manager of the unit. perhaos. are parameterized by ay and
Cqg. To provide a basis for comparison with our further analysis we will
first analyze the problem as to how the manager would maximize his payoff if
the two players directly reported their messages to him. Let us designate by
Xy, X,, X3 and x,; the probabilities with which the manager would accept the

project based on the reports he receives from the two players, i e

P(Alm= g, my= g} = x,, P(Alm;= g, my= b} = x,

P(Alm= b, m,= g} = x5, P(Alm= b, my= b} = x, (4)

The payoff for the manager is then

m2{ag(1-mgglx; + Comgg(1-xy)} + m(l-m){ag(l-mg,) x; + comg,(1-x5)} +

n(1-n){ag(l-my,) X3 + CoMg,(1=x3)} + (1-m)2{ag(1-wyy)xy + CoMyp(l-x3)}  (5)

Simplifying terms we get

n?x {ag - (3g+colmggl + mll-m)(x,+x3){ag - (3g+colng,}t +

(1-m)2x4{ag = (ag*co)m,,} + micomyy + 2m(l-micgm,, + (1-m)3cqmy, (6)

By looking at this expression we see that the values of the probabilities of



acceptance that the manager would choose depends cn the terms within the
curly brackets. Since the manager wculd minimize (6) he would choose to
accept the project with probability cone in all circumstances if these terms
within the curly brackets turned out to be negative. Simple algebra and a

consideration of (3] shows tnat tne terms veing negative amounts to m,, >

a
) . . : .
T Since such extreme preferences would not be interesting we will
‘0 Co
a a
: . 0 .. o
consider two preferences: (i) =n > ——— > my,, or (ii) my < —— <
go a. + C 9 ap + C
o) o 0 o)
Myg- Notice that (i) and (ii) will produce the same preferences over

outcomes as players 1! and 2 respectively. Thus when we refer to preferences

of the manager in future we will refer to a, or a,.

The procedure now would be to derive the constraints under which the players
would truthfully reveal their signals and then go on to derive the optimum
values of the probabilities of acceptance This is done in Appendix B. From
(6) the manager with preferences a, would choose x; = x5 = x5 = 1 and x; =0
if he was fully informed. However as we show this first-best solution cannot

be achieved.

9

Proposition 3.5: The first-best solution for my, > ———— is %x; = X, = %3 =
do
1 and x4 = 0; and that for my, < PR is x, = X3 = x, = 0 and x; = 1

Neither of these are achievable through a direct revelation mechanism.

The solution to the direct mechanism problem is given below.

a
(] .
> —— 1S

Proposition 3.6: The solution for (i) =
gb ag + Cq

(@) %3 =" xz = x3 = x4 = 1 1if Im{ag - (ag*colmgtl < 1(1-n){aq



(b) xy =1, %3 =1, x3 =0, x4 =C if Inlag - (ag+cylng,tl >

l(l—n)(ao - (aO+C0)nbe and

Im {a; = {az+c)ng bl < |(1-n) {a, - (ay+clmgy}i,
(1-m; {a, - (a,+cim,}
(c) x; =1, X3 =1, x4 =0 and %, = 1 + : 2 ck
nota, - (ay«cingg}
if Imfag - (ag+cg)mgpbl > [(1-m){ag - (agrcylmy,?i and
Im {a; - (agrcingg}l > 1(1-n) {a, - (ay+cimg}l.
20
and that for (ii) mgy, < ——— is
3 * Co
(a) %y = X, = x5 = x; =0 if
{(1-n){ag ~ (ag*+colng, bl > In{ag - (ag+colmyti,
(b) x; = 1, x3 =0, x3 =1, x4 =0 if [(1-m){ay - (ag*+cylmg bl >
Im{ag - (ag*+cgimggtl and [ (1-w) {a; - (a;+cimy,}t < In {a; - (a;+c)n
n {a, - (a;+c)my}
(c) x;, =1, x3 =0, x4, =0 and %, = - (T-1) {3, = (a,+C)myg?
F(1-m){ay - (agtcolngyti < Imfag - (agrcglmggt!l and
F(1-m) {a; - (ay+c)my bl < In {a; - (a;+c)mg,}!
outcomes ;
a ! a |
0 0 §
(mge > 3 * Co > Typ) i (Mgp < ag + S < Mgg) }
]
events| (a) (6) | (c) i (a) (o) (c) |
g.8 A AL Ay R LA A
g.b A A | xz I R R R
b,g A R ; A R : A X5
b.b A R ¢ R ! R : R R |
Table 3.

The outcomes for the various events are shown below for

if

)

the purpose of
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comparison with different structures of organizations. We should caution
that these above results hold for the mechanism we considered. If the
principal could choose the costs of the two errors he would make them such
that they reflected his preferences and, thus, would be able to reach his
preferred outcome 1in all circumstances This would also be true if the
principal had some limited power to impose extra costs on the players in

some events.

A curious fact about the analysis so far 1is that none of the results
obtained depend on the position of the individuals within a hierarchy. It
makes no difference if we let individual 2 make the first move and allow !
to respond to 2's message. From a cursory glance at organizations this would
not seem to be the case. [t is felt that individuals at higher ranks within
organizations have some special qualifications which make their special
positions suitable (Sobel 1992). If individuals are biased in their
preferences then their ordering within an organization becomes of importance
so that we have to add another consideration to the design of hierarchies
beside the rounds of communication allowed and on what decisions the game

should be terminated.

Consider the two games, G4 and GS, shown in figure 4 below: (a) is the same
as Gl with I making the first move and 2 responding while {b) exhibits the
opposite situation. The strategies and payoffs remain similar. There are two
possible equilibria for each of them which are detailed in Theorem 3.5 and

3.6.
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5,8 R A

1 2 g.b R R
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(a) (6) b, b R R
Figure 4 G4 and GS Table 4

Theorem 3.5 There are two possibie equilibria which are
(i) 1(g) A, 1(b): A, 2(g) R. 2(b) R if m = m and

(ii) 1(g) A, 1(b): A, 2(g) A, 2(b) R 1f n = m,

a, i
.+ ¢ b
B az+c g
where m =
Tyg g0

A comparison with G1 reveals that there is one less equilib-ium Previously
there was an equilibrium where the two types of player 1 separated. 1(g)
said A and 1(b) said R. This can no longer be an equilibrium because of the
biases of the two individuals If this were to be a part of an equilibrium
strategy then on receiving the message A 2(g) would accept and 2(b) would
reject. Given 2's strategy it is not optimal for 1(b) to say R; he is better
of f mimicking 1(g) and saying A. If he were to adopt this strategy he would
get his preferred outcome of A in the event (g,b) and R in the event (b,b).
So in this game in any equilibria player 1's message-is not informative at
all Consequently the outcomes are the same as an oligarchy of an individual
with bias a,. We might presume that things would turn out different if the
order of the individuals were to be reversed thus making 2 supervise 1 The

equilibria are shown in Theorem 3 6
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Theorem 3.6: There are two possible equilibria wnich are
(i) 2(g): R, 2(b): R, 1{g): A, 1(b): A if m = n and

(1i) 2(g): A, 2(b): R, 1(g)- A, 1(b): A if n = m,

a, o
gb
. apt+c
where n = - s
99 gb

As 1t turns out the position of the individuals does not make any
difference. We can see that the 1individual in the higher rank always
accepts. Thus the choice the individual at the lower rank has is between A
and R which again is the same as in an oligarchy This example should make
us cautious about relating authority with the position of individuals within
an organization as far as we are concerned with outcomes of such decisions

Authority is linextricably linked with the responsibilities and duties of all
individuals within an organization In G4 and GS the outcomes match the
preferences of the individual with bias a,. The outcomes are shown in Table
4 By comparing with Table 3 we can see that it picks up the first two
solutions in (ii). Thus the hierarchical structure under-performs the direct

revelation mechanism.

We might expect that the results would be different if the individuals were
to play G3 (figure 5, G6é and G7) instead and so they are as shown in theorem
3.7 and 3.8. However, the positioning of the individuals within a hierarchy
still do not make any difference though the probability of acceptance is
different. Further we saw when we investigated the properties of G3 that it
provided the best results which is no longer the case. Whether the designer
had preferences of a; or a, he would in some circumstances certain to be

disappointed. The outcomes for the games are shown 1n the table 5.



Theorem 3.7. Therc are twe possibie equil. r.z
(i) 1(g): A, 1(b): A, 2(g) R, 2(b). R if n = n and

(ii) 1(g): A, 1(b). R, 2(g). R, 2(b) R 1f mw = 7 where

2,
n
A °®
n =
KT Ty
R IR
i equilibrium outcomes
A A
2 } — events {1i) (ii)
R B ¢ A A
1 2 g.b A A
A iA b.g A R
b.b A R
(a) | (b)
igurg S. G6 and G7. Table 5.

FTheorem 3.8: There are two possible equilibria

(i) 2(g): R. 2(b): R, 1(g): A, 1(b): A if n = r and

n =< n where

(11) 2(g): R, 2(b): R, 1(g): A, 1(b): R 1

rey

2,
a, +c Tob
Tr =
n-;b Myp

Even though neither of the two designs produces perfect results The designer
could still prefer one over the other. If for example a = a, then Gé6(or G7)
would be preferred over G4 (or GS). However the outcomes in each case is the
same as an oligarchy with the particular tias. We summarize our findings in

proposition 3.5.

Froposition 3.7: The position of the individuals do not make any difference
in a hierarchy with one round of communication, though the authority of the

first individual does. The outcomes are the same as in an oligarchy.
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The above proposition is not un:iversally true as can be seen from the games
shown in figure 6 These two games(G8 and G9) are the same as G5 and G6 with
an additional round of communication allowed Thecrem 3 9 shows that for
certain specifications of the parameters it is possible to reach the ideal
outcomes for a designer with a = a, for G8 However, for G9 the set of

equllibria remain the same as those 1n G6

i

iA R A A R |A

| ’ | !

R ! A R R ' A R

2 1 2 1 2 1
A | A
{ !
} 2
IR (a) R (b)

Figure 6 G8 and G9.

Theorem 3.9 (a) For G8 the equilibria are

(1) 1(g). {A,R}, 1(b). {A,R}, 2(g} ({A,A}, 2(b) {A,R} for m = max{m.mg,m,}

-~

(ii) 1(g) {A,R}, 1(b) {R,R}, 2(g) {A,A}, 2(b) (AR} for m = mn, D

v

az(1l - m,,)

gb

qub

v

(iii) 1(g): {A,R}, 1(b)- (AR}, 2(g): {A,A}, 2(b):{R,R} for mn, = =

max{mg, g, ng}.

A

(iv) 1(g)- {A,R}, 1(b): {R,R}, 2(g) {A,A}, 2(b):{R,R} for ng =z m = mg,. D

as(1l - mgy)

gb
Chgy,
a, o a, - (D-1)cmg,
a, + Dc gb a, + Dc L a, + ¢
where m, = T, = Mg =

6 - ’ 7 — ’ 8

Myg Thy LT Tpp (D-l)cnqb a,
e N | -
a1+c qg9 al+c

and



(D-1)bm,

a, T C

g
(D-1)bmy, . n a,
a; *+ c gb a, +c¢

(b) For GS there are two equilibria They are
(i) 2(g): {A,R}, 2(b)- {R,R}, 1(g): {A,A}, 1(b):{A A}.

(i1) 2(g): {R,R}, 2(b): {R,R}, 1(g): {A.A}, 1(b):{A A}.

'equilibrium outcomes
T

events| (1) [ (11)](iil)](iv)
2.6 | A | A A A
g.b AloA R R
b.g A | R A R
b.b A | R R | R
Table 6.

From Table 6 we can see that a designer with preferences a, would prefer
equilibrium (iv) in part (a). However, the existence of this equilibrium is
not assured it depends on the value of m and D. In particular the value of
D has to be low. Equilibria (i) and (ii) achieve the same equilibria as
oligarchies and so does (iii) but with delay. Thus the message is that
designing an optimal hierarchy is much easier if the individuals within an
organization share the same preferences. For example Gl will provide the
ideal outcomes for a designer with preferences a, without delay. If
individuals are biased the designer has to lay stress on the authority and
supervisory roles as well as the amount of communication allowed. It might
seem that it is possible to improve upon the direct revelation mechanism.
The reason behind this is that in the direct revelation mechanism the only
control the designer has is over the probability of acceptance. In designing

a hierarchy the designer can, through delay, have, an effect on the payoffs



from accepting and rejecting If we allowed the imposition of costs equal to
the cost of delay on the two players for the same messages which lead to
delay in a hierarchy we would be able to reach the same outcome through the

. . 8
direct revelation mechanism.

Given the difficulties associated with designing an optimal hierarchy when
individuals aré biased it could be better to use oligarchies instead. The
main advantage would be that decisions would reached quickly Also, one
would be assured of a diversified portfolio. If the individuals have the
same preferences then arranging them as individual decision making units
does not impact on the portfolio of projects The two individuals make the
same choices However if they are biased then the two individuals would make
different choices and if projects were randomly assigned to the two

individuals that could mark an improvement over a one round hierarchy

4. Committees

Having concluded our discussion on hierarchies it is now time to discuss
another form of decision structure namely that of committees. We will
investigate in turn the situation where the members of a committee share the
same preferences and when they do not. Generally, there are less
restrictions in a committee on the messages individuals can send and
consequently more equilibria. The only form of committee decision making we
will study will be one where two rounds of messages are allowed (figﬁre 1,
G10). It is shown in Gupta (1995) that with unlimited rcunds of
communication allowed in equilibrium players only utilize two rounds of
communication if they share the same preferences; so investigating a game

where three rounds of communication are allowed, for example, would be



pcintless

There is also no point in investigating a committee with one round of
communication :f Lthere =are very high penalties for nct reaching an

TavmAarn Y mAas
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he cnd of the sceond round the individual cuming
second would certainly agree with whatever message the first ind:vidual
sends As such the decision 1s left to a single individual. The outcomes of
such a decision structure would then resemble that of an oligarchy. Since
our efforts are geared towards finding out how the decision structure

facilitates communication within organizations, a one round committee would

not be very helpful.

As stated earlier the equilibria for this game will resemble those in
Gupta(199S) and here we report the possible equilibria without the proofs
and the wvalues of the parameters for which they hold. This is done in

Theorem 4.1 and 4.2.

Note that the strategies are different from before. Individual 2 who
responds to 1 now has to consider his options for A and R. To ease notation
we will introduce two new strategies, agree and disagree. Player 1's
strategy would be his first period action, A or R, and his second period
strategy, agree or disagree. For player 2 his first period strategy would be
to agree or disagree. If he disagrees, we will indicate what his message
will be and whether he agrees or disagrees in the next period.9 Out of
equilibrium beliefs will be that if in equilibrium ! were to send the
message A and R was observed instead 2 will believe that 1 is of type b and
vice versa. Similarly, if the expected signal were R and instead A were

observed the out of equilibrium belief will be that the individual is type g
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Theorem 4.1: For D = D there are four possible equilibria. They are

(i) 1(g):{A, agree}, 1(b):{A, agree}, 2(g):{agree}, 2(b):{agree}.

(ii) 1(g):{A, agree}, 1(b):{R, agree}, 2(g):{agree}, 2(b):{agree}.

(iii) 1(g):{A, agree}, 1(b):{A, agree}, 2(g)-{agree}, 2(b):{R, agree}.

{iv) 1{g).{R, agree}, 1(b}:{A, agree}, 2{g’):{A, agree}, 2(v): 117, agree}.
Theorem 4.2: For D = S there are four possible equilibria which are

(i) 1(g):{A, disagree}, 1(b):{A, agree}, 2(g):{A, agree}, 2(b)-{agree}.
(ii) 1(g)-{A, disagree}, 1{b):{A, agree}, 2(g):{A, agree}, 2(b).{R, agree}.
(iii) 1(g):{A, disagree}, 1(b):{R, agree}, 2(g):{A, agree}, 2(b):{agree}.
(iv) 1(g):{R, agree}, 1(b) {A, agree}, 2(g):{A, agree},

2(b).{{R, agree}, {A, agree}}.

A glance at table 7 below reveals that, while there are equilibria where the
ideal decisions are reached, this is not always true. G3 on the other hanz
can reach the 1ideal decision in all circumstances. Thus a hierarchical
decision structure could represent an improvement over decision making
through committees. The point though is that G3 is optimal if (2) holds. If
this condition were not true and the relation between the posteriors were t:
be that given in (3) then Gl would be optimal. As we have indicated earlier
the values of the posteriors could be interpreted as the evaluation skills
of the individuals in the organization. In Gupta(1995) we show that if the
costs of delay are very low the only equilibria which remain are ones whicn
minimize statistical errors, when condition (2) holds. The same would be
true for (3). It is possible to imagine a scenario where the designer of the
organization has less information than the individuals within it and so it
might be optimal to use'a committee to reach decisions being secure in the

knowledge that at least under some circumstances the correct decision would



be -eached This would particuiarly be true if costs of delay were low

A comparison between the various equilibria shown 1in table 7 and the
outcomes resulting from our discussion of the different hierarchical ana
oligarchical structures show that all of these are possible 1n a committee
framework In a sense designing a hierarchy is invoives making a choice
among the various outcomes possible in a committee and then trying to
implement 1t through judicious use of authority relationsnips and the amount
of communication allowed. As long as the individuals share the same
preferences any outcome in any hierarchy exists as an outcome within a
committee setting This, however, may involve delay and may only be possible
for certain values of the parameters n and D and thus the choice between

committees and other organizational structures is not trivial.

equilibrium outcomes
DzD D=D

events (1) (i1) (iii) f(iv) (a) (b) {c) (1v)
£,5 A A A A A A A A

£.b A A R R A A A A

b.g A R A A A A A A
b,b A R R R A R R R

Table 7.

A comparison between the results of hierarchies and committees suggests that
it is better to use hierarchies for decision making. Also the restriction of
not more than two rounds of communication allowed is not very effective in
that the committee would have in any case reached a decision in two rounds
even if they were allowed unlimited rounds of discussion. The situation

where this restriction has some bite is when members of the committee have



different preferences and costs of delay are low(D = min{

CTgy,

—————}). It is shown{(Gupta 1995) in that case the committee could

undertake more than two rounds of discussion in the form of a mixed strategy
equilibrium and such discussion would be entirely fruitless in that it would
be primarily a bargaining between desired outcomes. This outcome can be
avoided if the committee is restricted to two rounds of discussion. The
equilibria and the related outcomes are shown in theorem 4 3 and table §
(figure 1, G11). Since under the circumstances the game could take more than
two periods if unlimited communication were allowed the positioning of the
individuals within a committee could make a difference (figure 7) and this

is investigated in Theorem 4.4 and table 9 (G12).

Theorem 4.3: There are four possible equilibria which are

(i) 1(g):{A, agree}, 1(b):{A, agree}, 2(g):{agree}, 2(b):{agree}.

(ii) 1(g)-{A, agree}, 1(b):{R, agree}, 2(g):{agree}, 2(b):{agree}

(i1i) 1(g):{A, agree}, 1(b):{A, agree}, 2(g):{agree}, 2(b) - {R, disagree}.

(iv) 1(g):{A, agree}, 1(b):{R, agree}, 2(g):{agree}, 2(b):{R, disagree}.

equilibrium outcomes

events| (i) | (i1){(iii)|(iv)

g,8
g.b
b,g
blb

Table 8.

o > T >,
o oo >

A
A
R
R

> > > >

The equilibrium outcomes are similar to G8 and the restriction does not seem
to do undue damage to desirable outcomes. There is one equilibrium which a

designer with a = a, would consider ideal (equilibrium (iv)) and given the



vossidility of ler~thy aiscoss:ions :° co.ld oo coroidered a wer*hwh.le trade
off However, tris resuit 1s sensi*ive to the ~noi~e of the i(na:viaual who

starts the game If 1naividual 2 startst? gure /) then the possible

eguilizrium would ce aufferent as 1 shown 10 “heorem 3 &4 a a tao.e @

Theorem 4 4 The-e are four possible equilibr.i wnicn are
(1) 2(g) {R, agree», 2(b) (R, agree}. .(g, tagree} 1(b) {agree}

(11) 2(g) {A, agree}, 2({b) {R, agree}, i(g) {agree; 1l(b' tagree}

r111) 2{g) (R, agree», 2'b) (R, agree), 1(g) ¢4 disagree', 1{b) {agree}
(1v) 2(g) {A, agree} 2(bJ (R, agree}. l'g) {4 aisagree}, 1(b) {agree}
A R A -
enuilibrium outcomes
R A R
1 —2 1 events 1) {1.) (111) (1v)
A £.5 A A A A
5 g.b A A R R
'_R b.x A R A R
) A
A R A b.b / R R R
! 2 1
Tapie 9
R A R
Figure 7
In this case equilibrium iv produces outcomes which a designer with a = a,

would find appealing. This outcome would result 1f the individuals are
patient If not it is possible (equilibrium (i)) that the project is always
rejected We have seen earlier that, in the same circumstances, 1f the order
of play were to be reversed there would be equilibria which would be

appealing to a des.gner witn preferences a,
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Thus our earlier statement about information requirements about setting up a
committee would have to suitably altered. Now it seems that if the committee
members are biased and have a great deal of patience then an effort to cut
down on the length of deliberation would have to attentive to the extensive
form of the game. Earlier we said that a committee framework supports all
outcomes possible with other organizational structures and that statement
remains valid as a comparison between the outcomes of G7, G8 and G11 shows
In some cases the ideal outcomes can be achieved but that depends on the
value of m and D Particularly if D is high then an oligarchical structure

could be optimal.

5. Conclusion

Our efforts 1in this paper have been geared towards 1investigating the
efficacy of hierarchies in decision making. We have discovered that given
good information on the structure of information it is possible to design a
hierarchy which would suit a particular designer’s preferences. This is more
easily done if the individuals in an organization have the same preferences.
If individuals are biased then it would take more time and the information
requirements increase and particular attention has to be paid to the

position of individuals in a hierarchical structure.

A committee on the other hand has less information requirements and would be
suitable if the individuals in the organization had the same preferences. If
individuals are biased then the extensive form again becomes important if
individuals are patient and an effort is made to curtail the deliberation

process by reducing the time allotted for reaching decisions.



The question as to which organ.sational siruciure i tne  ses depends
crucially on whether the individuais in*the team share tne same preferences
over outcomes. If they do then one can design a hierarchy which achieves the
ideal outcomes for all vaiues of m A commitlee can do equally weii if the
cost of delay is low. This result seems to fit with recent concerns about

' 5

motivating teams properly As “The Economist” notes L typica. mistake is

r

the faillure to set clear objectives Another is to introduce teams without
changing the firm's pattern of appraisal from an individua. to a collective
system " The use of teams in manufacturing whereby local problems are solved
jointly by the members could serve as an example of the importance of low
costs of delay and shared preferences If the individuals are biased then it
becomes more difficult to implement desired outcomes. [f the values of mn and

D are not right this becomes impossible and oligarchies then become suitable

for implementing outcomes. The main benefit is that coligarchies avoid delay

It could be argued that since our committee comprises of only two
individuals it 1is not possible to 1investigate other :orms of committee
decision making like voting. Such criticism would be wvaiid except that an
important feature of decision making through committees is a requirement of

some form of consensus and this is captured in our model. We hope to extend

our model to deal with more than two individuals in future research.
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APPENDIX A

Proof of Theorem 3.1
(i) Consider 1(g). The payoff from A is a(l - ngth + af(l -.nqb)(l - n.
This is the statistical error of wrongly accepting a project. The payoff
from R is cmggm + cmg {1 - m). Thus A will be optimal in minimizing
statistical error if

all - mggdm + all - mg) (1 - ) = crggm + cmg (1 - m), but

- =< - i
al(1 My,) = cmyy and af(l Mgp) = cmy, since n

> > a
gq T3b I

>
ag a +c Mop: SO

the condition is satisfied. For 1(b) A is optimal if

all = mgp)m + all - my) (1 - ) = crgpm + cmy, (1 - m)

g

a
a +c

which means n = —
Tab Thy

2(g) is in a similar position as 1(g). The same is true for 2(b) and 1(b).

(ii) and (iii) can be shown in a similar manner.

Proof of Theorem 3.2

(i) The players’ first period strategy is the same as in Theorem 3.1. In the
second period if the sequence of messages {A,R} is observed then player :
would believe that player 2 is type b. Then saying R and ending the game is
optimal given D. Similarly, if player 2 finds himself contemplating an
action after the sequence {A,R,A} then by his belief player 1 has observed
the signal g and so he should play A.

(ii) The situation is similar to (i) except that m = n.

(iii) From before the strategies in the second period are optimal given tne
beliefs. So we will concentrate on strategies in the first period. For 1(g)
the payoff from A is

a(l - mg)m + Demgy (1 - m)



while that from R 1s

Clyglt + g, (1 - 7).

So A 1s optimal if

all - mgolm + Demy, (1 - m) = cmgem + o, (1 - )

or m z n; The condition for 1(b) is, similarly, =
dominant strategy For 2(b) the payoff from A :.s

all = mgpdm + a(l - m) (1l - m)

while that from R is

Dicmgpn + cmy, (1 - m)}.

Then R is optimal if m = m,.

The proofs of rest of the results are similar and are

For 2(g)

not shown.

A

1s

oo

st

a
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APPENDIX B

We need the incentive compatibility conditions which will make the two
players reveal their signals truthfully. Beginning with player 1, it must be
the case that he says g rather than b when he receives g. The conditicn
which assures this is

na, (1-n

gg)X1 * MCM (1-%y) + (1-m)a, (1-my )%, + (1-m)cmg, (1-%;)

= may(1-mgg)xy + memg  (1-x3) + (1-ma, (1-mgp)x, + (1-m)emgy (1-x,)

or,

nox; {a; - (aj*rc)nggl + (1-m) x; {a; - (a;+c)my,}

- ox3 {ay - (ay*c)mgg} - (1-m) %, {a; - (a;*cing,}r =0 (7)

The conditions for player 1 to say b when he receives b is

-noxy {ay - (ayvedmng,l - (1-1) x; {a; - (a;+cimy,,}

+ 1 oxy {a; - (ay+cimg,} + (1-m) x; {a; - (a;+c)m,,} = 0. (8)

The two corresponding conditions for player 2 are

n %y {ay = (ax+c)ngg}l - m x; {a; - (az=clngg}

+ (1-m) x5 {ay; - (az+cingl - (1-m) x; {a, - (az+c)mg} = 0. (9)
-moxy {ap; = (ap+c)mg,l + mox; {a; - (ay+c)mg,}
- (1-n) %53 {ay; - (ay+c)Im,} + (1-w) x, {a; - (ay+c)m,} =0 (10)

Thus the principal’s problem is to



minimize n’x {ay - (ag*coinggt = m(1-"){as+xy){ug - (ag*rcginm >
-n)e —
(1-m)ex,{a, (ag+cg)myt +
nlcon

—_r ) - 2
gq * 2nll-micomy, + (l-m)<comy,

sub ject to

ok {ay - (agrcdng y + (1-n) x; {a; - (a;+cing}

- xy {ay - (agredngg) - (1-m) x, {a, - (ay+cimyt =0

-moxy {ay - (aprcdmgt - (1-m) %, {ay - (a;+c)my,}

%y {ay - (apredmgd + (1-m) xg {a; - (a;+cim,,) =0

mo<y {ay - (axrcldnggl - m x; {a, = (az+cingy)

* (1-m) x5 {a; - (azrc)mgyl - (1-1) %, {a, - (a@,+cing} =0

-mo<y {ay - (agrcdmg,l + omoxy {ay - (aytc)ng,}

- (1-m) x5 {a; - (az+clmy} + (1-m) x; {a, - (az+clim,,} = O.

The unconstrained optimum for (i) would be to set x; = X, = x3 = 1 and x, =

0. However, these values do not satisfy the constraints We see that (7),
(3) and (10) are satisfied while (9) is not Thus (9) must be binding

Writing (9) with equality,

noxy {ay; - (az+cinggl - m xy {a; - (az+cing,}

+ (1-m) x3 {a; - (az+c)ng,} - (1-m) x; {a, - (az+c)my,}t =0

We note that the first term is negative so that an increase in x; will allow
us to increase x, and x3 and decrease x,. So x; = | must be a part of the

solution. The rest of the solution will depend on the second and third terms



Y

cf the objective function If the absolute value of the term accompanying x,
and x3 1is higher than the one accompanying x, it would be optimal to

increase x, and x; at the expense of decreasing x;. Thus, if

In{ag - (ag*cglmgtl < [(1-m){ag - (ag+co)myy}! (119

the solution would be x; = x, = x5 = x; = 1.

If the inequality in (11) is reversed then x; = O Substituting the values

of x, and x, in (9) we get

m {a, - (ay+rcimy} - m x; {a; - (az+c)ing,}

- (1-m) x5 {ap; - (az+cingy,}t =0 (12)

The principal should, from his objective function, try to get the largest
combined value of x; and x, as possible. The solution should now depend on

the absolute value of the terms accompanying x, and x5 in (12). Thus, if

Im {a, - (az+cimgydl < 1(1-m) {a, - (a+clmg,}l (13).

it would be optimal to set x, = 1 and then x5 = 0. If the inequality in (13)

is reversed then we should set x5 = 1 and find the value of x, from (12)

Thus the complete solution to the optimization problem is

Xy = X5 = x3 =x; =1 1if (11) holds,
Xy =1, x, =1, x3 =0, x4 =0 if (13) holds but not (11) and

(1-m) {a, - (az+c)my,}
n {a; - (az-clmyy}

X, =1, x5 =1, x4 = 0 and x, = 1 + if neither (11)



nor (13) hcids

From symmetry we ccnclude tnat the corresponding solution for (11} not

noiaing ~..1 pe

I(I:)\dZX3=X4:OLA
[(1-m){a, (agreg)mgp bl > Im{ag - (ag=colmy,?
\(1:1')(2:0 X3=1,‘(4:O
of 1l-nmi{ag - (agrcolmgytl > Infag - (ag*cginggtl and
F1-m) {a; - (ag+cimy bl < In {a; - lay+cingri,
T {a, - (a;+cimy,}
X = 1, x3 = 0, x3 = 0 and x, = - = if neither of the
(1-m) {3, - (ay+c)my}

above two conditions held.

In this ~ase the constraint that will be oinding is (S) and the pr.ncipal
would want to set x;, = 1 and x, = X3 = %x; = 0 wnich will satisfy all the

+

constraints except (8)

The final ocptimization we will consider is the sum of the two players’

utilities. Player 1's payoff is given by

n2x,{a; - (ay+cimggl + mll-nm)(xy+x3){a; - (a,+cimg} +

(1-m)2x4{a; - (ay+cimy} + mlemy, + 2n(l-mlen,, + (1-m)cm,, (14)

99

and similarly player 2's payoff is

mlx {a, - (az+cimgg}t + mll-m)(xy+x3){a, = (a,~clmgy} +

(1-m)2x {a, - (ay+cimy,} + m2cmy + 2n(l-mlcm,, + (l-m)écm, (15)

99



The sum of their utilities will be

ey, [ {a; - (ap+cingg} + {a, - (aytclmggh 1+

n(1-nw) (xy+x3) [ {a; - (a;*c)mg} + {ay - (ax+cimy,r 1+

(1-1)2%x, [ {a; = (a;+c)my} + {a, - (ay+*c)m,} | +

2n?engy + An(1-mlemg, + 2(1-n)2cmy,

From (3) the first term is always negative and the third term 1s always
negative Thus the solution will depend on the term within the square
brackets in the second term If it is negative then the first set of
solutions wi1ll hold, otherwise the second set of solutions will be

applicable.



NOTES

1 Xoh does consider the question of implementation of optima. cut-off
points His investigations reveal that it 1is generally not possible to
induce agents tc chocse the optimal cut-off points by means of a
compensation scheme based on the success or failure of precjects.

2 There could be a problem with the cost of rejecting a success{ul project
The question is how would the indiviauals xnow that they have rejected a
successful project and, thus, feel the cost However, projects rejected by
the organization would be available for acceptance by other firms An
organizariocn which consistently rejects successful projects cannot remain in
business for long. Thus, ¢ could be interoreted as the induced cost of
prospect:ve unemployment.

3. We are assuming that the individuals are risk neutral It is possible
that the structure of organizations could affect the riskiness of the
portfolic of firms. However, that will not be investigated here.

4 Sah and Stiglitz emphasize that their analysis can be viewed from two
different perspectives. First, as an examination of the effect of internal
structure of organizations on the portfolio of projects accepted, and,
second as an examination of the relative virtues of markets and central
planning Their assumption that projects if rejected by one polyarchy are
then available to others is troubling. Unless the number of polyarchies is
large there exists the possibility of strategic acceptance of projects

Their analysis, however, neglects this possibility

S. Katzner(1992) calls this the span of control

6 Radner{1992, 1993), Radner and Van Zandt(1991) consider the effect of the
structure of organizations and length cf time required to perform tasks

7. In Theorem 3.2 we can get different sequential equilibria from the ones
shown by assigning different beliefs- For example in case of the sequence of
observations {A,R} player 1 may believe that he is facing type g and say A
for the appropriate value of D. However, this belief would not satisfy the
Cho and Kreps (1987) concept of the intuitive criterion. For a detailed
discussion see Gupta (1995).

8. In equilibrium (iv) the outcome R is achieved in the event (g,b) with
delay. If we allowed the principal to impose the same cost on the two
players if player 1! reported g and player 2 reported b we would be able to
achieve the same outcomes as in the hierarchy. In the appendix we note that
in attempting to set x; = 1, x; = x5 = x;, = 0, the principal finds out that
(8) would not be satisfied. However if we include the cost of delay then (8)
would be satisfied for some values of the parameters if we substitute this
particular solution.

9. For a sequential equilibrium we should specify strategies at all ncdes,
even those that will not be reached if the equilibrium strategies are
played. Given the out of equilibrium beliefs it is quite easy to see what
these should be. These are also discussed in Gupta (1995).
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