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Abstract 
 
While policy improvement algorithm is key to solving Markov decision processes, the 
key property that any pair of pure stationary policies that achieve the value of the 
discounted two-person zero-sum stochastic game of perfect information are 
themselves optimal for the stochastic game. The so-called patience theorem comes to 
the rescue.  
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