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Abstract:
 
One of the paramount mathematical mysteries of our times is to be able to explain 
the phenomenon of deep-learning. Neural nets can be made to paint while imitating 
classical art styles or play chess better than any machine or human ever and they 
seem to be the closest we have ever come to achieving “artificial intelligence”. 
Trying to reason about these successes quickly lands us into a plethora of extremely 
challenging mathematical questions - typically about the discrete stochastic 
processes of the neural weights during training. But in this talk we will present an 
alternative recent approach towards understanding deep-learning which takes a 
phenomenological path rather than the usual microscopic approach.  

We will review this very new concept of “local elasticity” of a learning process and 
propose a new definition for it adapted to classification scenarios. Via experiments on 
state-of-the-art nets we will demonstrate how our’s as well as the original elasticity 
function appear to reveal certain universal phase changes during neural training. 
Then we will introduce different mathematical models which will reproduce some of 
these key properties in a semi-analytic way. We will end by delineating various open 
questions in this emergent theme of macroscopic approaches to deep-learning.  
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